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ABSTRACT

The objective of this study was to use diffuse reflectance
near infrared spectroscopy (NIRS) to determine racemic
compound content in physical mixtures composed primar-
ily of the enantiomorph and to assess the error, instrument
reproducibility and limits of detection (LOD) and quanti-
fication (LOQ) of the method. Physical mixtures ranging
from 0 to 25% (±)−tartaric acid in (+)−tartaric acid were
prepared and spectra of the powder samples contained in
glass vials were obtained using a Foss NIRSystems Model
5000 monochrometer equipped with a Rapid Content
Analyzer scanning from 1100 to 2500 nm. A calibration
curve was constructed by plotting (±)−tartaric acid weight
percent against the 2nd derivative values of log (1/R) vs λ at
a single wavelength, normalized with a denominator
wavelength (1480 nm/1280 nm). Excellent linearity was
observed (R2=0.9999). The standard error of calibration
(SEC) was 0.07 and the standard error of prediction (SEP)
for the validation set was 0.11. Instrument and method
errors for samples in the 2% composition range ((±)
−tartaric acid in (+)−tartaric acid) were less than 1% RSD
and 3% RSD, respectively. The practical LOD and LOQ
were 0.1% and 0.5%, respectively, and comparable to the
calculated LOD and LOQ. These studies show that NIRS
can be used as a rapid and sensitive quantitative method for
determining racemate content in the presence of the
enatiomerically pure crystal in the solid-state.

KEYWORDS: Tartaric Acid, near-infrared spectroscopy,
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INTRODUCTION

Enantiomers or racemates comprise of more than one half
of the drugs that are sold worldwide.1 Enantiomers exhibit
differences in their pharmacological and toxicological

properties because they can interact with stereoselective
biological macromolecules.2 In the crystalline state, enan-
tiomers and the corresponding racemic compound may
differ considerably in their physicochemical properties.
Crystallization from a racemic solution may result in
formation of a racemate as a minor impurity and the
racemate may be either a mixture of pure homochiral
crystals (racemic conglomerate) or single racemic crystals
(racemic compound).3 Traces of enantiomeric impurity can
cause a significant change in the physicochemical proper-
ties of crystals formed from a single enantiomer.4 Solid-
state processing such as milling, grinding or exposure to
relative humidity are known to induce transformation of
conglomerates to racemic compounds.5

Solid-state methods that are rapid and capable of differ-
entiating the racemic compound from the pure enantiomer
crystal form would be particularly useful for investigating
solid-state physical and chemical stability issues and
processing effects that have an impact on formulation of
solid dosage forms.

FTIR spectroscopy6 and XRPD7,8 have been used to
quantify the racemic compound in the pure enantiomer.
However, both these methods can require particle size
reduction of the samples by grinding, which may alter
the physical state of the sample. Determination of enantio-
meric composition in solvents can be accomplished using
1H- or 13C-NMR methods using chiral shift reagents.9,10

The utility of solid-state 13C NMR to distinguish optically
pure from racemic crystals was shown by Hill et al.11 DSC
has also been applied to quantify enantiomers.12 With
the exception of FTIR, none of the aforementioned
methods are typically as rapid or require as little sample
preparation as Near Infrared Reflectance Spectroscopy
(NIRS).

The feasibility of using NIRS for determination of
enantiomeric purity was previously reported for l- and dl-
valine using a multiple linear regression method.13 How-
ever, quantitative limits and extent of errors were not
investigated nor was an independent sample set employed
for validation. The application of univariate near infrared
reflectance spectroscopy methods for solid-state form
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quantification (amorphous content, polymorphs and
hydrates) of APIs and excipients in binary mixtures has
been demonstrated for small samples sets.14,15 As a further
extension of this approach, it was therefore of interest to
more fully investigate NIRS for the determination of
the racemic compound in the presence of the pure
enantiomer using a study design suitable for small numbers
of samples and limited calibration sets aimed at the
formulation development level. Binary physical mixtures
of crystalline (±)-tartaric acid (racemic compound) and (+)-
tartaric acid (l-form) were used as a model system.
Absolute error, standard error of prediction and limits of
detection and quantification were evaluated. The differ-
ences in the NIR spectra were interpreted based on solid-
state characterization data and crystal structures. The
quantitative limits obtained in this study were also
compared with results from other solid-state methods
reported in the literature.

MATERIALS AND METHODS

[(R,R), (S,S)]-2,3 dihydroxybutanedioic acid (DL-tartaric
acid anhydrous; (±)−TA) and (R,R)-2,3 dihydroxybutane-
dioic acid (L-tartaric acid; (+)−TA) were obtained from
Sigma Chemical Co (St. Louis, MO). Additional lots of (±)
−TA and (+)−TA were obtained from Aldrich Chemical
Co., Inc. (Milwaukee, WI) to study the robustness of the
calibration models. Both materials were sieved using a
sonic sifter (Allen-Bradley, Milwaukee, WI) to obtain a
size fraction of 38 to 150 μm. To achieve the desired
particle size for (+)−TA, it was first ground in a mortar and
pestle.

NIRS Quantitative Studies

NIRS Sample Preparation

Physical mixtures of the (±)−TA and (+)−TAwere made by
weight using a five-place analytical balance (Model AG
245, Mettler-Toledo Inc., Switzerland) over the range of
composition. Samples were weighed directly into glass
vials (14 mm diameter × 45 mm length) and weights were
kept consistent for each set of samples at ~500 mg.
Samples were prepared over two ranges of composition (0
to 25% and 0 to 7%) consisting of (±)−TA as the minor
component in the presence of (+)−TA.

NIRS Data Collection and Analysis

NIR spectra of the powder samples contained in glass vials
were collected directly through the bottom of glass vials
using a Foss NIRSystems Model 5000 monochromator
equipped with a Rapid Content Sampler (Foss NIRSys-
tems, Silver Springs, MD) over the wavelength region of

1100 to 2500 nm. Each spectrum was collected using 32
co-added scans. Three or ten spectra were collected and
subsequently averaged for each sample. The samples were
mixed between collection of each spectrum for ~60
seconds using a vortex mixer (Barnstead/Thermolyne,
Dubuque, IA). Previous studies have shown this procedure
results in adequate mixing for binary mixtures.14 Spectra
were analyzed using Vision software (Version 2.11, Foss
NIRSystems, Silver Springs, MD).

For data analysis, the second derivative of the response,
log (1/R') (where R' is the ratio of the reflected intensity
of the sample to that of a nominally absorbing ceramic
reference plate) vs wavelength was calculated using a
progressive second order finite difference method with
a segment size of 10 and gap size of 0. The second
derivative value at a single wavelength was normalized
using the second derivative value at a second wavelength
(univariate method). Calibration plots were constructed
using an inverted least squares regression method where
the constituent value, c, is a linear function of the response,
Ri, at some wavelength, λi, so that,Equation 1

c ¼ Kð0Þ þ Kð1ÞñRi ð1Þ

NIRS predicted compositions were calculated for each
theoretical value and plotted against the theoretical compo-
sition using the univariate method. Analytical wavelengths
were evaluated on the basis of achievement of high
correlation coefficient, sensitivity, and validation as well
as inspection and interpretation of the spectra. The
denominator (or normalizing) wavelength was chosen
by the software, but constrained to ± 300 nm of the
analytical wavelength for most of the systems studied.
Various calibration models were evaluated and those
chosen were selected on the basis of the best coefficients
of determination (R2) and standard errors of calibration
(SEC).

Limit of Detection (LOD) and Limit of Quantification
(LOQ)

The magnitude of the analytical background response was
measured by analyzing a blank sample (0% analyte in
the presence of other crystal form) ten times with mixing
in between and calculating the standard deviation of
the predicted composition. Three spectra were collected
and subsequently averaged for each of the ten runs.
The predicted composition was calculated using the
univariate model. The standard deviation of the blank
response multiplied by a factor, either 3 or 10, provides an
estimate of the LOD and the LOQ, respectively. These
theoretical limits were validated by the analysis of a
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suitable number of samples prepared at compositions near
these values.16

Instrument Error and Method Error

Studies were conducted to evaluate the primary sources of
error inherent to the NIRS method. Variations in the
radiation source and the detector response might contribute
to instrument error and it was determined by assaying one
sample 10 times without perturbation. Method error was
assessed in the same manner except the samples were re-
mixed in between collection of spectra to effectively
change the sample presentation to the instrument. The
predicted composition was calculated for these studies by
using the univariate calibration model. The percent relative
standard deviation (%RSD) was calculated from the
replicate measurements.

Robustness of the Calibration Models

To examine whether the calibration models developed were
robust and not affected by slight variations in the spectra that
were not due to changes in the composition of the crystal
forms, additional validation sample sets were prepared from
different lots of materials and analyzed using the previously
developed calibration models. The standard errors of the
prediction (SEP) obtained for the new validation sets were
compared with the SEPs of the original validation sets and
the SECs of the calibration models. This study was
conducted using different lots of (±)−TA and (+)−TA.

XRPD Studies

(±)−TA and (+)−TA samples as prepared for the NIRS
studies were used for XRPD analysis. An aluminum
sample holder with a cavity (22 mm × 18 mm × 3 mm)
was back-filled to reduce preferred crystal orientation was
used for all samples.

A Siemens Model D5000 X-ray diffractometer (40 kV, 30
mA, Bruker AXS Inc, Madison, WI) with a Kevex silicon-
lithium energy sensitive detector (KevexSpectrace Inc,
Sunnyvale, CA) was used for XRPD analysis. Data
analysis was performed using Diffracplus Eva (Version
2.2, through Bruker AXS Inc, Madison, WI) software.
Qualitative studies were performed over the range of 5 to
60° 2θ with a step size of 0.02° at a rate of 0.6° 2θ/min.

RESULTS AND DISCUSSION

X-ray Powder Diffraction

(±)−TA and (+)−TA have distinctly unique XRPD patterns
(Figure 1). The powder patterns were matched to those
reported in the ICDD database ((±)−TA File # 31–1912, (+)

−TA File # 31–1911).17 The experimental XRPD patterns
did not contain any additional peaks other than those
observed in the ICDD reference patterns, verifying the
identity of the crystal forms. The XRPD patterns of the
unground powders were compared with their ground
counterparts. Peak broadening was not observed in the
ground samples as compared with the unground samples and
therefore it was concluded that grinding had no observable
effect on the crystallinity of (±)−TA and (+)−TA.

NIR Spectra

The NIR spectra of (±)−TA and (+)−TA exhibit the
overtones and combinations corresponding to the funda-
mental bands originating in the mid-infrared region (Figure
2). As is common practice, a second derivative trans-
formation was applied to resolve overlapping peaks due to
multiple overtones and combinations and normalize the
baseline shifts18 (Figure 3). (±)−TA and (+)−TA have
unique NIR spectra and several distinctive bands are seen
in the regions of 1480 and 1520 nm (alcoholic O-H
stretch), 1720 and 1760 nm (acidic O-H stretch), 1940 nm
(C=O stretch), and 2040–2200 nm (O-H / C-O stretch
combination) (Figure 2 and 3). The calculated first over-
tone region of alcoholic O-H stretch occurs in the region
1471 to 1617 nm. Two strong bands were observed for
both (±)−TA and (+)−TA and the bands for (±)−TA at 1480
and 1520 nm were more intense than (+)−TA bands.
Increased or stronger hydrogen bonding results in band
shifts to higher wavelengths (lower frequencies) and vice
versa. Because overtone and combination bands occur as
the result of multiples of fundamental vibrations, frequency
shifts related to hydrogen bonding have a greater effect on
the overtone and combination bands than on their corre-
sponding fundamentals.19 Comparison of crystal structures
of (±)−TA and (+)−TA shows that both forms have

Figure 1. Experimental XRPD patterns of (±)−TA and (+)−TA.

AAPS PharmSciTech 2005; 6 (2) Article 35 (http://www.aapspharmscitech.org).

E247



different molecular arrangements in their unit cells.20 As a
result, the hydrogen bonds patterns present in each form are
different. (±)−TA forms dimers through the carboxylic
groups whereas in (+)−TA, the acidic hydrogen is
associated with a carbonyl on an adjacent molecule and
the carbonyl oxygen is hydrogen bonded to an α–hydroxyl
of another molecule. The consequences of these differences
are clearly manifest in their respective IR, Raman, and 13C
CP-MAS NMR spectra.21,22 The impact on the NIR spectra
(seen more clearly in the 2nd derivative plot, Figure 3) is
that there is a distinctive up-shifting of peaks along with
pronounced intensity differences.

Quantification by NIR

Wavelength Selection

In the quantitative model, the ratio of the second derivative
response at two wavelengths reduces the effect of path-
length differences caused by variations in particle size and
packing.23 Ideally, it should be possible to develop

univariate calibrations using any of these wavelengths.
However, we were interested in quantifying small amounts
of the racemic compound in the presence of the pure
enantiomer (0 to 25% and 0 to 7% composition range).
When one form is present as a minor component, the
change in the spectra as a function of composition is small
at most wavelengths (Figure 4) compared with that seen
with the two pure forms (Figure 3). Because the band at
1480 nm showed the greatest difference in the second
derivative response with respect to racemic compound
composition for the composition ranges evaluated, it was
used to develop the univariate calibration models.

Calibration and Validation

Calibration plots were constructed using the univariate
method and two calibration models were developed using
the ratio of second derivative response at 1480/1280 nm
and 1480/1220 nm wavelengths for the 0 to 25% and 0 to
7% composition ranges, respectively (Figure 5). The
regression statistics (coefficient of determination, R2, and
standard error of calibration, SEC) for the 1480/1280 nm
and 1480/1220 nm models were comparable. Both of these
calibration models provided high R2 values and low SECs
(as % racemic compound composition). The 1480/1280 nm
model was also used for the 0 to 7% composition range and
it provided comparable results to the previously used model
(Table 1). Independent validation sample sets were pre-
pared over both composition ranges (0 to 25% and 0 to 7%)
and used to test the predictive ability of the calibration
models (Figure 5). Low absolute errors were obtained from
validation of both calibration models (Table 2). The SEC

Figure 2. NIR spectra of (±)−TA and (+)−TA.

Figure 3. NIR second derivative spectra of (±)−TA and (+)−TA.

Figure 4. (a) NIR second derivative spectra of 0 to 25% (±)−TA
in (+)−TA from 1380 to 1540 nm. Each spectrum represents
increasing percent (±)−TA in (+)−TA from top to bottom at the
indicated wavelength (1480 nm). The inset (b) shows the
response in the wavelength region where the denominator
wavelengths were chosen.
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and the SEP were used as estimators of the accuracy of
NIR methods.23 The SEC statistic is a measure of the
deviation between the actual and predicted values for
samples within the calibration set and the SEP is analogous
except that it is applied to the samples within the validation
set.24 The SEPs were relatively low and comparable to the
corresponding SECs (Table 1) and close correspondence of
the SEC and SEP (as % racemic compound composition)

indicated good predictive ability of the calibration model.
Considering the low range of composition studied, these
results demonstrate that the NIR method has potential for
high sensitivity as a solid-state method for quantifying the
racemic compound content.

Robustness of the Calibration Models

Sometimes the NIR spectra of crystalline powders show
differences in the spectra that are not attributable to
changes in the crystal form, but due to variations in particle
size and morphology, or the presence of residual solvent in
the crystal forms. The second derivative processing may
not completely normalize for these spectral differences.
Therefore, to test whether the calibration model was
affected by small variations in the physical characteristics
of the crystal forms, additional validation sets for both
composition ranges were prepared using different lots of
(±)−TA and (+)−TA (obtained from a different vendor) to
test the robustness of the original calibration models. These
new validation samples were analyzed using the previously
developed calibration models (Table 3). Slightly higher
absolute errors were obtained for both composition ranges
compared with the original validation results (Table 2). The
SEPs from these validation sets were compared with the
calibration SECs and the SEPs of the original validation
sets (Table 1). The 2nd validation set SEPs had higher
values than the original validation set (as well as calibration
SECs) for both composition ranges, but were still within
acceptable limits. The SEP for 0 to 25% validation set was
significantly higher than the 0 to 7% validation set SEP for
the 2nd validation set. Systematic trends were observed in
estimation of the 2nd validation set samples for both
composition ranges (Table 3). For the 0 to 25% range,
predicted values exhibited a trend of decreasing negative
absolute errors for the first three samples and increasing
positive absolute errors for the remaining three samples.
For the 0 to 7% range, the predicted values were higher
than the actual values for all the validation samples. The
systematic error might be inherent in the calibration models
due to bias or slope effects. This was expected because the
calibration and validation (new) samples were prepared

Figure 5. Calibration and validation plots of percent theoretical
vs percent predicted by NIRS for (±)−TA in (+)−TA: a) for 0 to
25% composition range (R2=0.9999, SEC=0.07 at 1480/1280
nm); b) for 0 to 7% composition range (R2=0.9995, SEC=0.06 at
1480/1220 nm). Solid lines represent the linear regression
calibration models.

Table 1. Regression statistics for binary mixtures of (±)−TA and (+)−TA
Composition Range
(±)−TA in (+)−TA 0 to 25% 0 to 7% 0 to 7%

Calibration Model 1480/1280 nm 1480/1220 nm 1480/1280 nm
Coefficient of Determination, R2 0.9999 0.9995 0.9992
SEC* 0.07 0.06 0.07
Original Validation Set SEP† 0.11 0.05 0.07
2nd Validation Set SEP
(Using different lots of (±)−TA and (+)−TA than the calibration model)

0.36 0.14 0.26

* Standard Error of the Calibration (as % (±)−TA composition)
† Standard Error of the Prediction (as % (±)−TA composition)
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from different lots of (±)−TA and (+)−TA. However, if
samples from both lots were included in the calibration sets
and the number of samples were increased then it would
result in reduction of the systematic error observed in the
prediction of the new validation samples by the first
calibration models. These results indicate that it is
important to consider aspects of lot variation in building
calibration models or to ensure that samples analyzed are
composed from the same lots used in developing the
calibration model for the most accurate results.

LOD and LOQ

LOD and LOQ for (±)−TA (in the presence of (+)−TA)
were calculated using the 1480/1280 nm calibration model
for the 0 to 25% composition range. The calculated LOD
and LOQ values were 0.14% and 0.47%, respectively.
Validation samples were prepared at 0.25%, 0.5%, and
1.0% and subsequently analyzed to verify the estimated
LOQ. The results show that the model predicted well for
0.5% and 1.0% samples with low absolute errors and %
RSDs (Table 4). The 0.25% sample had a significantly
higher standard deviation and %RSD than the higher
percentage samples. It can be concluded from these results
that the practical LOQ lies between 0.25% and 0.5% on the
basis of the 0 to 25% calibration range (1480/1280 nm) for
the binary system. Additionally, LOD and LOQ for (±)−TA

were calculated the using 1480/1220 nm calibration model
for the 0 to 7% composition range. The calculated LOD
and LOQ values were 0.17% and 0.56%, respectively. The
LOQ estimate was verified by again analyzing the 0.25%,
0.5%, and 1.0% (±)−TA samples. The results (Table 4)
show that the practical LOQ is between 0.25% and 0.5%
on the basis of the %RSDs of the samples. However, the
absolute errors were significantly higher than those
determined using the 0%-25% calibration model. The
practically determined limits corresponded well with the
calculated limits and demonstrate that NIRS can be used
in this manner to assay small quantities of racemic
compound in binary mixtures with reasonable accuracy
and precision.

Additionally, the region of accurate quantification acces-
sible by NIRS is comparable to other solid-state character-
ization methods for binary systems of this type. Elsabee
and Prankerd12 reported a detection level of ~2% for
mandelic acid using DSC. Stahly et al8 using XRPD
determined that the LOD and LOQ of (R,S)-ibuprofen in
(S)-ibuprofen were 1% and 2%, respectively. Phadnis and
Suryanarayanan7 also analyzed (R,S)-ibuprofen in (S)-
ibuprofen using a different XRPD methodology. They
reported an LOD of ~3% and LOQ of 11%-13% with
relative errors on individual samples of less than 10%. Hill
et al11 estimated that 5% optical or diasteromeric impurity
could be detected using Solid-State 13C NMR. However,

Table 2. Validation results for binary mixtures of (±)−TA in (+)−TA
0 to 25% (±)−TA in (+)−TA* 0 to 7% (±)−TA in (+)−TA†

Actual % Predicted Absolute Error Actual % Predicted Absolute Error

2.0 2.04 0.04 0.5 0.50 0.00
5.0 5.03 0.03 1.0 1.02 0.02
10.0 10.14 0.14 2.0 2.04 0.04
15.0 14.97 -0.03 3.0 2.97 -0.03
20.0 20.22 0.22 5.0 5.01 0.01
25.0 25.07 0.07 7.0 6.89 -0.11

*1480/1280 nm calibration model used for this sample set.
†1480/1220 nm calibration model used for this sample set.

Table 3. Validation results for binary mixtures of (±)−TA in (+)−TA using validation sample sets prepared from different lots of (±)
−TA and (+)−TA

0 to 25% (±)−TA in (+)−TA* 0 to 7% (±)−TA in (+)−TA†

Actual % Predicted Absolute Error Actual % Predicted Absolute Error

2.0 1.66 -0.34 0.5 0.65 0.15
5.0 4.72 -0.28 1.0 1.18 0.18
10.0 9.76 -0.24 2.0 2.18 0.18
15.0 15.23 0.23 3.0 3.10 0.10
20.0 20.42 0.42 5.0 5.11 0.11
25.0 25.54 0.54 7.0 7.09 0.09

*1480/1280 nm calibration model used for this sample set.
†1480/1220 nm calibration model used for this sample set.
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lower levels of detection would likely be obtained on
modern equipment today because of improvements in
NMR instrumentation. Calatozzolo et al,6 using FTIR,
reported a calibration SEP of G6% and achieved 17% RSD
on a sample containing 2% (R,S)-dropropizine in (S)-
dropropizine. On the basis of these relative comparisons
among different compounds and methods, it can be
concluded that NIRS compares favorably to other solid-state
characterization methods for the application investigated and
may represent a quantitative and timesaving advantage.

Instrument Error and Method Error

Instrument and method error studies were conducted to
assess the potential primary sources of error inherent to the
NIRS quantitative method. Instrument and method error
were evaluated for the 0 to 25% and 0 to 7% calibration
models using samples from the respective validation sets
containing either 2% or 1% (±)−TA in (+)−TA. The %RSDs
for instrument error were 1.0% and 3.8% for the 2% and
1% samples, respectively (Table 4). Comparison of the
instrument error to the method error indicates the error
introduced by mixing, sample orientation, and packing
effects (Table 4). As expected, method errors were larger
overall and ranged from ~2.5 to 5.0%. This indicated that
variation due to sample presentation in the binary mixtures
was the major contributor to the overall error. Additionally,
the instrument and method error %RSD values were
considerably lower for the 2% sample compared with the
1% sample results. A possible explanation for this may be
that in the lower composition range mixing variation
resulted in more error being incorporated in the calibration
model relative to the 0%-25% composition range when the
same number of samples. The error in the 0%-7% model
could likely be reduced by increasing the number of
calibration samples.

The instrument and method error studies indicate that it is
reasonable to expect a minimum overall error (independent
of sampling, day-to-day, and operator error) in the range of
2.5 to 5.0% for low level racemic compound quantification
in binary systems using the sample-in-vial method and this
detector configuration. The overall error is dependent on
the composition range used, provided samples are in a
suitable region of the calibration range and have suffi-
ciently different spectra. Increased sensitivity, precision,
and reduction of error in the NIRS method may be
achieved by techniques that optimize sample presentation25

and minimize additional sources of variability.26

CONCLUSIONS

NIRS was found to be a precise, accurate quantitative tool for
determination of racemic compound level in binary powder
mixtures of the enantiomeric crystal and its heterochiral form.
Univariate calibration methods were developed for two
composition ranges (0 to 25% and 0 to 7%) using a
wavelength region that corresponded to an intrinsic variation
in the two crystal forms attributable to differences in their
crystalline structures. The validated LOQ demonstrated that
NIRS could be used to quantify as low as 0.5% of racemic
compound in the pure enantiomer with relatively low error
(2.5 to 5.0%). A simple and rapid quantitative solid-state
methodology previously applied to polymorph pairs, anhy-
drate-hydrate pairs and crystalline-amorphous form pairs has
been shown to extend to a crystalline racemic compound and
its corresponding enantiomorph.
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